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Abstract. Recurrent Neural Networks (RNNs) are at the foundation of
many state-of-the-art results in text classification. However, to be effec-
tive in practical applications, they often require the use of sophisticated
architectures and training techniques, such as gating mechanisms and
pre-training by autoencoders or language modeling, with typically high
computational cost. In this work, we show that such techniques could
actually be not always necessary. In fact, our experimental results on a
Question Classification task indicate that using state-of-the-art Reservoir
Computing approaches for RNN design, it is possible to achieve competi-
tive or comparable accuracy with a considerable advantage in terms of
required training times.

Keywords: Text classification - Recurrent Neural Networks - Echo State
Networks.

1 Introduction

Recurrent Neural Networks (RNNs) have long been the de-facto standard neural
architectures for many Natural Language Processing tasks [TI823]29], mainly
because they allow to model the input and output text as a sequence of words or
characters. Unfortunately, during training vanilla implementations of RNNs suffer
from the well-known problems of gradient vanishing and gradient explosion, which
make these networks difficult to train in the presence of long-term dependencies
within the input [2].

Some approaches have gained popularity for their ability to avoid or alleviate
the problems associated with the gradient propagation during training. For
example, gated architectures like Long Short-Term Memory (LSTM) [15] and
Gated Recurrent Unit (GRU) [8] are based on the idea of gating mechanisms that
selectively remember and forget by regulating the flow of information through
each time step, helping to alleviate the vanishing of the gradient. Recently, the
development of the Transformer architecture [34] made it possible to more easily
perform training by not using any recurrent network within the model and
employing self-attention mechanisms instead. Increasingly often, transfer learning
is used to train a task-independent language model on a large variety of text
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corpora (for example by employing an autoencoder or a classifier with a next-step
prediction task) and then fine-tune it to the task at hand.

These techniques can lead to a significant increase of cost in terms of training
time due to their considerable use of computational resources, with different kinds
of repercussions such as economic availability, financial costs, and environmental
impact. Currently, training a single Transformer model has been estimated to
produce about 87 kg of CO45 on commonly used hardware and cloud computing
services, with a financial cost in US dollars between $289 and $981 [33]. Do these
high cost techniques provide an equally significant improvement in predictive
performance? In this paper, we try to address this question by proposing an
approach based on RNNs from the class of Reservoir Computing (RC) [26l35], and
comparing it with current state-of-the-art results in the literature. In particular
we propose the use of Echo State Networks (ESNs) [T6/17], a recurrent RC model,
to produce by means of randomly initialized and untrained weights an embedding
for the input text, which can then be used for classification tasks. While the
network is largely untrained, we use advances in the architectural setup of ESNs
and we explore the impact of an attention mechanism in this context. Unlike
the commonly used approaches, thanks to the fact that the recurrent part of our
model is completely untrained, we are able to achieve a strikingly fast training
process. We then experimentally assess the feasibility and the performance of
our approach with a focused analysis on a Question Classification task.

We briefly introduce the characteristics and advantages of the ESN model in
Section [2| where we also address advances on recurrent connections shaping. In
Section [3] we present the proposed models, which we then validate on a Question
Classification dataset, described in Section [l Our experiments and methodology
are reported in Section[5} while a discussion of the results is presented in Section [6]
Finally, in Section [7] we draw the conclusions of this study.

2 Echo State Networks

The framework of RNNs offers a useful and effective method for modeling
sequences. In what follows, we use T to denote the length of a generic input
sequence. Whenever a specific sequence i is considered, its length is denoted by
T;. Moreover, we use Ny;, Nr and Ny respectively to denote the size of the input
layer, the number of hidden recurrent units (i.e. the size of the state embedding),
and the number of output units in the RNN model. Given an input sequence
composed of vectors u(1),...,u(T) € RNV a generic RNN scans the input
left-to-right and computes a sequence of states x(1),...,z(T) € RV having the
same length T'. From these states, an output (in the form of a sequence or of a
single element) is then computed. RNNs are usually trained by gradient descent
algorithms, which are subject to the problems associated with the gradient, as
briefly discussed in Section [T} and can be costly to run.

On the other hand, radically different approaches like ESNs [I6J17], from the
RC paradigm, are based on the stable initialization of the recurrent dynamics
so that the training of the parameters in the recurrent part of the network can
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be avoided altogether. The state of the network at each time step is computed
by an untrained dynamical system with randomly initialized parameters called
“reservoir”’, and the output is typically extracted from the state of the reservoir
by means of simple linear regression techniques (even though more complex
approaches can be used) [26]: ESNs are thus an efficient approach to modeling
and training RNNs.

The state dynamics of an ESN at a particular time step ¢, in the case of
leaky-integrator neurons [I8] and hyperbolic tangent activation functions, are
ruled by the following equation:

z(t) = (1 — a) z(t — 1) + atanh (Wmu(t) + Walt - 1)) : (1)

where x(0) = 0, W, € RVNeXN g the input-to-reservoir weight matrix, and
W e RVNexNr ig the recurrent reservoir-to-reservoir weight matrix. The scalar
value a € R is the leaking rate, under the constraint that 0 < a < 1. For simplicity
of notation, here and in the rest of this paper the bias term is omitted.

The key difference between an ESN and a vanilla RNN is in the fact that in
the ESN the values in the weight matrices W;,, and W are not trained, instead
they are initialized on the basis of stability constraints. These are given by the
global asymptotic stability property known as the Echo State Property [26/16/36],
and, under a practical perspective, they entail the control of algebraic properties
of the recurrent weight matrix of the dynamical reservoir. Specifically, the weight
values in W are randomly initialized and then re-scaled to control the value
of the spectral radius p = p(W) (i.e. its largest eigenvalue in absolute value).
Similarly, the values in W ;,, are randomly chosen from a uniform distribution
on [—w,w], where w € RT acts as input scaling. The values of p and w are
hyperparameters that are chosen by model selection. Moreover, both W;,, and
W in Equation [1| can be sparse matrices, since this causes a drop in the state
transition computational cost, typically without any associated loss in terms of
predictive performance [11].

After the input sequence has been fed in, the states produced by the ESN
can be used to compute the output. Given the typical high dimensionality of the
reservoir, it can be sufficient to use a simple linear layer (“readout”) to perform
the classification. In that case, the output y(t) € RMY for a generic state x(t) is
simply:

y(t) = Woualt), (2)

where W,,,; € RVY*Nr is the matrix containing the output weights, which are
the only free parameters that are adjusted on a training set. Given the formulation
in Equation [2] training reduces to solving the following least squares problem:

min [ W o, X — Y3 (3)
Wout
In Equation [3| we use X € RNzXNirain o denote the state matrix, i.e. the column-

wise concatenation of the Ny.q;, states produced by the ESN that need to be
classified, and Y, € RNy XNirain tg indicate the column-wise concatenation of



4 D. Di Sarli et al.

v

<

w Multi-ring reservoir units

Fig. 1. On the left, an example of a recurrent matrix w generated as per Equation
On the right, a representation of the corresponding multi-ring reservoir.

the target vectors. The parameters of the linear readout, i.e. the weight values in
W out, can then be computed in closed-form by exploiting direct methods, such
as ridge regression [20], as follows:

Wour =Y, XT(XXT 4 0\1)71, (4)

where T is the identity matrix, and A\, € RT is the regularization parameter.

2.1 Multi-ring Reservoir Topology

For the recurrent part, the networks that we are proposing adopt an ESN that
follows the same dynamics as in Equation [} The only difference is that the
matrix W is constructed in order to implement a constrained topology [326]. In
particular, we take
W =P, (5)
where P € {0, 1}V2*NR ig a randomly generated permutation matrix and v € Rt
is a scalar that determines the spectral radius of W, i.e. p(W) = v. This follows
from the fact that since P is a permutation matrix it is also orthogonal, i.e. for
any vector w:
[vPw| = v w]. (6)

If w is an eigenvector of matrix v P with associated eigenvalue ), i.e. vPw = \w,
then it follows that
[oPw|| = [A[||w]. (7)

From (6) and (7) we conclude that [A| = v for all eigenvalues, hence p(vP) = v.
For this reason, in the following we will consider p = v, whose value is to be
selected by hyperparameter search.

The “multi-ring” layout that emerges from this configuration (see Figure |[1)
has many advantages, the most important one being that it allows building
large reservoirs with minimal state transition cost. In fact, the matrix-vector
multiplication Ww(t — 1) in Equation [1f can be implemented in linear time in
the case of a multi-ring reservoir. Moreover, the space requirements for matrix
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Fig. 2. Representation of the Bi-ESN model. Input words are transformed to vectors via
pretrained word embeddings, then they are fed through a bidirectional leaky ESN. The
final states are then concatenated for each direction, and fed to a linear classifier. The
only parts of the model that undergo training are represented by a shaded background:
in this case, only the final linear layer.

W shrink from O(N2) to O(Ng). Even further, the time required for initializing
the network is reduced since it is not necessary to compute the spectral radius
of W to rescale it, but it is possible to cheaply initialize the matrix with the
desired value of p.

3 Proposed models

Our proposed models implement a bidirectional recurrent architecture [5I30]: we
use two separate networks to scan the input from left to right and from right
to left. In the following sections we present the variants of the models that we
designed, all of which adopt an ESN for the recurrent module but use different
implementations for the readout. Specifically, the first model uses a simpler
readout component and is described in Section The second model, which
includes a self-attention mechanism, is presented in Section [3.2]

3.1 Bi-ESN

With our simplest model, Bi-ESN, we introduce in the literature the use of a
bidirectional orthogonal (multi-ring) architecture for the reservoir of a leaky
ESN, in order to produce a fixed size untrained embedding of the input text as
illustrated in Figure [2] The embedding is created by running the input through
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Fig. 3. Representation of the Bi-ESN-Att model. Input words are transformed to vectors
via pretrained word embeddings, then they are fed through a bidirectional leaky ESN.
All states from each direction are then concatenated (dashed rectangles) and fed one
by one to a linear layer that performs dimensionality reduction. After that, the self-
attention mechanism selects the most important states, which are summed together
and fed to a linear classifier. The only parts of the model that undergo training are
represented by a shaded background.

the bidirectional ESN and then taking the concatenation of the last forward and
backward states, resulting in a single vector of size 2Ng. This vector is then
processed by a simple linear layer.

Let us denote with ;(t), g(t) € RV® respectively the forward and backward
state associated to w(t). If zn(t) is a forward state for the n-th training example
(and similarly for <En(t)), then in order to train the Bi-ESN with ridge regression
we apply the same formulation as in Equation[d] where in this case the state matrix
contains the concatenation of forward and backward states, i.e. X € R2NrXNerain
given by:

— — —
_ | z1(T) 2o(T2) - Z Ny (TN i) (8)
= |+ <~ <~
x1(1) z2(1) ... ., (1)
with 1,15, ..., Tn,,,,, representing the lengths of the training input sequences.

3.2 Bi-ESN-Att

We compare Bi-ESN with a more advanced model that is still based on a multi-
ring leaky Bi-ESN, but uses a more sophisticated readout implementation. The
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model that we are proposing is a novel application of a self-attention mechanism
to a bidirectional multi-ring ESN. As shown in Figure [3| unlike Bi-ESN this
model makes use of all the states produced by the ESN, both in the forward
and backward direction. In fact, the forward and backward sequences of states
are concatenated to produce a single sequence of vectors of size 2Ny, each of
which goes through the same linear layer with the purpose of reducing the vector
dimensionality to Np. If 33)(75), g(t) € RN= are respectively the forward and
backward states associated to u(t), and Wy, € RVPX2Nr i5 a3 weight matrix,
then the state vector after dimensionality reduction, Z(t) € RV?, is computed as:

%(t) = tanh (Wdr [z’(t), ‘E(t)D . 9)

After that, an attention mechanism selects the most important states from the
whole sequence. The particular kind of attention that we use is the “self-attention”
[25], which unlike other techniques (see for instance [I]) does not require any
additional information other than the sequence itself. Intuitively, in its simplest
form the attention mechanism works by assigning a score to each of the states
produced by the ESN, based on the relevance that they have in relation to the
task. These scores are then used to compute a weighted sum of the state vectors,
which leads to a fixed size representation for the whole sentence focused on the
most important features. Let T' be the length of the input sequence, let r € R be
the number of parts in the sentence on which the attention mechanism is allowed
to focus, and let d, € R represent the number of hidden units for computing
the scores. Then, if W, € R%*Np and Wy € R™%% are weight matrices, the
self-attention scores A € R™*7 are computed as:

X — ] c RTXND
#(T)7
A = softmax (ng tanh (Wle'T)) .

As can be noticed from Equation none of the weight matrices depend
on the length of the sequence. The attention scores are then used to extract a
fixed-size weighted sum of the most important states into a matrix M € R™*Np:

M=AX. (11)

As for hyperparameters r and d,, we simply take r = 1 and d, = Np. In this
case, M reduces to a vector of size Np that we then classify using a linear layer.
Note that all free parameters of the model can be trained end-to-end by
gradient descent. Since unlike what happens in standard RNNs here the gradient
only flows through a short path, we do not incur in the issue of gradient vanishing.
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4 TREC Dataset

The TREC dataset for Question Classiﬁcationﬂ [24] is a commonly used bench-
mark for Natural Language Processing which deals with the classification of a
number of sentences, written in English, into one of 6 classes about their topic
(i.e. whether they ask about a person, a location, a number, a human being, a
description or an entity).

The dataset has been split in three folds: training, validation and test. The
test fold is directly provided by the authors of the dataset [24] and is composed
of 500 labeled questions. We divided the training data, composed of 5452 labeled
questions, by the commonly used “80/20 rule”, where 80% of the instances (chosen
at random) are used for training and the other 20% for validation. This yields
a training set of 4362 questions and a validation set of 1090 questions, with
similar class distributions between the two sets (we did not perform an explicit
stratification).

The questions are tokenized and each word is then represented by a pretrained
FastText embedding vector for the English language, with 300 dimensions [14].
In case of words without a corresponding embedding, a random vector of the
same shape is used. This vector is different for each missing word. While the
NLP community is pushing towards context-sensitive word embeddings, in the
current setting we chose FastText for its relative efficiency.

5 Experiments

We performed all our experimentﬁﬂ on a single NVIDIA Tesla V100 with 16
GB of memory, and we developed our models by using the PyTorch framework
[27] which provides automatic differentiation. In addition to the Bi-ESN and
Bi-ESN-Att that we have described in Section [3] we also implemented a standard
bidirectional GRU (Bi-GRU) that we use for comparison purposes on the analysis
of accuracy and efficiency.

After hyperparameter tuning on the validation set, our models have been
retrained on the whole training and validation data to get a final estimate of the
performance. In addition, all measurements of the test performance have been
performed by repeating the process 10 times, with different random initializations
each time, and averaging the results.

The simple linear readout allowed us to train Bi-ESN by ridge regression,
while all other models were trained by mini-batched gradient descent using the
Adam algorithm [21] and cross entropy as loss function. This led to a very short
training time for Bi-ESN, which allowed us to cheaply compute also an ensemble
out of the predictions of 10 identical networks with different random initializations
(we simply average the output scores and then take as final prediction the class
corresponding to the highest averaged score). As before, also for the ensemble we

! Thttp://cogcomp.org/Data/QA /QC)/
2 Source code for reproducing the experiments is available at https://github.com/
danieleds/qc_with untrained recurrent embeddings.
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repeat the training process 10 times in order to compute a mean accuracy and
standard deviation, for a total of 10 x 10 = 100 repetitions.

For model selection of Bi-ESN and Bi-ESN-Att, we chose the number of
recurrent units Nz within [500, 10000]. The values for w and p have been selected
in [e~7,e!], while the connectivity ratio of the input-to-reservoir matrix and
leaking rate have been chosen in (0,1). The ESN hyperparameters have been
chosen separately for the forward and backward direction. For Bi-ESN-Att,
the number of units Np has been selected in {128,256,512}. Regarding the
optimization algorithm, we chose a learning rate in [e~?,e73] and an early
stopping strategy with a maximum of 500 epochs, while for regularization we
used dropout and a weight decay strength in [e=2,1]. In the case of Bi-ESN,
which is instead trained by ridge regression, we simply choose the regularization
parameter \, within [1076,10]. For searching within the hyperparameter space
we used a combination of random search [4], simulated annealing [22] and tree-
structured Parzen estimator [3]: at each iteration, we randomly choose one of
these three algorithms to select the next point in the hyperparameter space.

6 Results

The results of our experiments are reported in Table [I] For comparison, we also
report the performance achieved by state-of-the-art models in the literature.

The first important observation that can be drawn from Table [I] is that all
our proposed models which are based on an ESN, and that are thus exploiting
a completely untrained recurrent dynamics, are able to compete against a fully
trained Bi-GRU. In the case of the ensemble model, the accuracy is even matched.
The remarkable fact is that this comes with an extremely lower training cost
for the Bi-ESN which has turned out to be at least 70 times more efficient than
Bi-GRU. In fact even the ensemble model, which requires the training of 10
differently initialized classifiers, is still highly competitive against the Bi-GRU
in terms of training time (and could trivially be further improved by applying
parallelization between the different instances).

Adding an attention mechanism on top of the ESN as we did with Bi-ESN-Att
led to a gain in predictive performance with respect to Bi-ESN, but this gain was
rather limited. This may be due to the relative simplicity of the TREC dataset,
which exhibits short sentences with a relatively simple structure. In fact, many
sentences start with “Who is”, “How many”, “Where is”, “When did”, and so on.
The bidirectional architecture (and in particular the backward direction), then,
seems sufficient to capture these important features in the data, as illustrated
in Figure [ Still, Bi-ESN-Att is more efficient than a simple Bi-GRU, requiring
just one-seventh of the time to get trained.

Regarding the reported literature results it is worth noticing that, regarding
the SVM [31] and KDA [9], the authors do not specify how model selection was
performed, so it is difficult to provide a uniform comparison of the generalization
capability of these models when compared to our own. Also, among the different
results shown for different configurations of the approaches, we have reported
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Table 1. Results on the TREC dataset. Asterisks indicate those models for which the
methodology for model selection was not specified (see the text for details).

Our implementations

Model Accuracy Training time
Bi-GRU 93.8 £ 0.4 450s £ 40
Bi-ESN 93.3 + 0.6 6s £ 1
Bi-ESN, ensemble 93.8 £ 0.2 62s £ 17
Bi-ESN-Att 93.5 £ 0.9 65s £+ 8

Previous literature

Model Accuracy
SVM [31] 95.0 *
Paragraph Vector [37] 91.8
Ada-CNN [37] 92.4
CNN-non-static [20] 93.6
CNN-multichannel [20] 92.2
DCNN [19] 93.0
KDA [9] 94.3 *
LSTM [38] 93.2
Bi-LSTM [38] 93.0
C-LSTM |[38] 94.6
Ur [ 93.2
CNN,nq [7] 97.9
Ur+CNNy2, [7] 98.7

the best on the test set as highlighted by the authors. Moreover, the SVM uses
as features 60 highly engineered hand-coded rules, which could directly harm
generalization when applied to other datasets. The CNN,.,,4 from [7] should have
an architecture identical to the one previously introduced in [20], but the authors
do not provide an explanation for the extremely high increase in accuracy with
respect to the original paper. Finally, models Uy and Up+CNN,,9, make use of
sentence embedding transfer learning, with weights trained on unrelated tasks
on large text corpora, while we only make use of the examples within the TREC
dataset and limit our use of transfer learning just to pre-trained word embeddings.

In light of the above considerations we can see how, with no more than 65
seconds of training time, our proposed models are able to approach or match the
predictive performance of many of the models in the literature, with a few above-
mentioned exceptions which could be attributed to a different model selection
strategy or to the heavy use of transfer learning. A notable observation is how
our Bi-ESN, with only 6 seconds of training time, is able to match (and slightly
surpass) a fully trained Bi-LSTM, which is an architectural superset of our
Bi-GRU for which we can thus estimate a supposedly similar (or worse) training
time of around 7.5 minutes.

We were not able to reach the high accuracy of Up+CNN,2, [7], however we
want to highlight the fact that Uy and Up+CNN,9, have more than 200M pa-
rameters. In comparison, our largest model (Bi-ESN-Att) has just 1.6M trainable
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How old was the youngest president of the United States ?
When was Ulysses S. Grant born ?

Who invented the instant Polaroid camera ?

What is nepotism ?

Where is the Mason/Dixon line ?

What is the capital of Zimbabwe ?

What are Canada 's two territories ?

Fig. 4. Visualization of the intensity of the attention scores assigned by Bi-ESN-Att
to some of the sentences in the dataset. As you can see, it is common for the network
to focus mainly on the first word of the sentence since it carries the most important
information for the task. This specific region of focus is implicitly provided by any
bidirectional architecture without the need of self-attention.

parameters and, despite that, all our proposed models are able to compete with
Ur, which uses the encoder of a transformer and is pre-trained with data from
Wikipedia, web news, web question-answer pages and other sources.

7 Conclusion

Sophisticated architectures requiring high amounts of computational resources
are not uncommon in the field of Natural Language Processing. While definitely
effective and justified on most complex tasks, they can be overkill in other
situations. In order to investigate how a highly efficient model can compete in
these situations, for the first time in the literature we have proposed the use of a
bidirectional multi-ring ESN, possibly associated to a self-attention mechanism.

To determine the efficacy of the approach, we have selected a Question
Classification task which allowed us to compare our method and architecture
with those of different kinds of works in the literature, showing how our own is
comparable with the state-of-the-art performance of many of the alternatives. In
the cases where a direct comparison has been possible, this showed the extreme
efficiency of the proposed models.

In particular, we have demonstrated how a Bi-ESN shows basically the same
accuracy of another recurrent model, Bi-GRU, while however presenting notable
computational advantages, namely 1) not requiring any gating mechanism, and
2) keeping the input and recurrent weights untrained. In other words, the largest
percentage of computational time used for training a GRU is actually unnecessary
and detrimental. This can only get worse with other gated models, like LSTMs,
for which to the same state size corresponds a higher number of parameters that
need to be trained.

In addition, we showed how our Bi-ESN model is still able to compete against
the more advanced attention mechanism of Bi-ESN-Att, which we showed to
determine an improvement in accuracy that however, at least on this dataset, is
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quite limited. Still, the use of Bi-ESN-Att can be of interest even on this kind of
dataset when looking for a more interpretable (and very efficient) model.

While within the limits of an analysis which has been focused on a Question
Classification task, our results show the potential of Reservoir Computing methods
and of their possible evolution. This potential is especially tangible with respect
to the extreme efficiency of these methods, which is increasingly important in
Natural Language Processing contexts that are often characterized by considerable
amounts of data.

As future works, we plan to extend our analysis to more complex tasks in
which an attention mechanism can have a higher impact. Moreover, we would like
to assess the role of multiple recurrent layers as in DeepESN [12/13], which could
provide richer information at different time scales, and of kernels [9], which could
help extract more interesting features from the data. Finally, given the recently
proven effectiveness of large language models for transfer learning [28/10], it
would be interesting to explore how Reservoir Computing approaches can reduce
the huge amount of time required to train these models, both in the case of
training the language model itself, and in the case of training the task-dependent
network.
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